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#### Abstract

An $S O$ (3) picture of the generalized Grover quantum searching algorithm is constructed. In this picture, various aspects of quantum searching, the phase matching requirement in particular, are easily understood. It also offers a simple quantitative description of quantum searching. Exact formulae for the rotation angle and rotational axis are given. The probability of finding the marked state is just the projection of the state vector onto the $z$-axis in this picture. Applications of the picture to the standard Grover algorithm and to a generalized quantum search algorithm with arbitrary phase rotations are given.


PACS number: 0367L

Grover's quantum search [1] is one of the most celebrated quantum computing algorithms. It was shown that the Hadmard transformation in the algorithm can be replaced by almost any arbitrary unitary transformation [2]. It has been shown that the algorithm is optimal [3]. The original algorithm used an evenly distributed initial state. Later the algorithm was generalized to arbitrary initial amplitude distribution [4]. It has many important applications, for instance, in the Simon problem [5] and quantum counting [6]. Since Grover's algorithm involves only simple gate operations, it has been realized in two qubits [7,8] and three-qubit NMR systems [9].

Two points have to be made when applying Grover's algorithm. First, one has to make the measurement at the right optimal iteration number, otherwise the probability of finding the marked item will decrease. This is known as over-cooking. Secondly, the algorithm in Grover's original algorithm does not usually transform the state vector of the quantum computer to the marked state exactly; in other words, the searching is not $100 \%$ successful. To avoid this, one requires that in the last iteration the standard Grover searching engine be replaced by one that uses a step less than the standard Grover algorithm so that the state vector of the quantum computer is exactly the marked state. In addition, in many applications of the quantum search algorithm, one needs to use specifically a quantum search algorithm that has shorter steps. Thus it is important to construct a quantum search algorithm with arbitrary phase rotations. It has been found recently [11-13] that the algorithm has strange behaviours when the phase
rotations in the algorithm are generalized. There is a requirement of phase matching in the two rotations in the algorithm; that is, the phase rotation of the marked state and phase rotation in the inversion about average must be matched.

There is an $S U(2)$ picture given by Grover [2] and Yu and Sun [14] to explain the searching process of quantum searching. However, in a generalized quantum searching algorithm, in particular when the phase rotations are generalized, this $S U(2)$ picture is no longer helpful. We need a clear physical picture to understand the algorithm and to apply the algorithm with ease. In this paper, we present a novel $S O$ (3) picture for the generalized quantum search algorithm. By exploiting the relation between $S O(3)$ and $S U(2)$, the process of quantum search is clearly transparent. Using this picture, it is very easy to calculate the probability of the algorithm at any stage of the quantum searching.

First, let us briefly recall the generalized quantum search algorithm. The operator for quantum search can be written as $Q=-I_{\gamma} U^{-1} I_{\tau} U$, where $|\tau\rangle$ is the marked state and $|\gamma\rangle$ is the prepared state, usually $|\gamma\rangle=|0\rangle$. It should be pointed that the minus sign in the $Q$ operator has no physical significance, and is left there because of tradition. For arbitrary phase rotations, $I_{\gamma}=I-\left(-\mathrm{e}^{\mathrm{i} \theta}+1\right)|\gamma\rangle\langle\gamma|$ and $I_{\tau}=I-\left(-\mathrm{e}^{\mathrm{i} \phi}+1\right)|\tau\rangle\langle\tau|$. In the basis where $|1\rangle=U^{-1}|\tau\rangle$ and $|2\rangle=-\left(|\gamma\rangle-U_{\tau \gamma} U^{-1}|\tau\rangle\right) / \sqrt{1-\left|U_{\tau \gamma}\right|^{2}}, Q$ can be written as

$$
Q=\left(\begin{array}{cc}
-\mathrm{e}^{-\mathrm{i} \frac{\phi}{2}}\left(\cos \frac{\theta}{2}+\mathrm{i} \cos 2 \beta \sin \frac{\theta}{2}\right) & -\mathrm{ie}^{-\mathrm{i} \frac{\phi}{2}} \sin 2 \beta \sin \frac{\theta}{2}  \tag{1}\\
-\mathrm{ie}^{\mathrm{i} \frac{\phi}{2}} \sin 2 \beta \sin \frac{\theta}{2} & -\mathrm{e}^{\mathrm{i} \frac{\phi}{2}}\left(\cos \frac{\theta}{2}-\mathrm{i} \cos 2 \beta \sin \frac{\theta}{2}\right)
\end{array}\right)
$$

where we have written $U_{\tau \gamma}=\mathrm{e}^{\mathrm{i} \xi} \sin \beta$ (in Grover's original algorithm, $U_{\tau \gamma}=\frac{1}{\sqrt{N}}, \xi=0$ and $\sin \beta=\frac{1}{\sqrt{N}}$ ), and again an overall phase factor has been neglected. A quantum circuit for realizing the generalized quantum search algorithm is shown in figure 1 for a three-qubit system. In order to facilitate the phase rotations, we need two auxiliary qubits: one is prepared in $|0\rangle+\mathrm{e}^{\mathrm{i} \theta}|1\rangle$ and the other in $|0\rangle+\mathrm{e}^{\mathrm{i} \phi}|1\rangle$. Beginning from the prepared initial state $|000\rangle$ from the left, the algorithm carries firstly the unitary transformation $U$, then phase rotation $I_{\gamma=0}$ is carried out. Here the cross in the multiply controlled rotation means that the rotation is carried out when the control qubit is $|0\rangle$, and a small circle in the controlled rotation means carrying out the rotation in the target qubit when the control qubit is in $|1\rangle$. Then the inverse of the unitary transformation $U$ is carried in each of the three work qubits. After that the phase rotation $I_{\tau}$ is carried. Here in the illustration, the marked state is $|\tau=100\rangle$. This finishes one iteration in the quantum searching procedure. Then the state vector is redirected to the left for the next iteration. For each marked state, one has to make an appropriate $I_{\tau}$ layout in the circuit. This is equivalent to typing into the quantum computer the 'telephone number' of whom we want to find. A misunderstanding may occur here. One might wonder why we do not design a circuit that will transform the state vector of the machine into the marked state at just one iteration. Certainly, one can design such a transformation for each given marked state. However each given marked state has a distinct series of operation instruction. To realize such a quantum searching machine, one has to build up all the operation instruction sets for each of the $N$ basis state. This is equivalent to sorting the quantum database, which clearly shows no advantage over classical searching algorithms. While in a quantum algorithm, though the number of states is also $N$, we need not prepare an operation instruction set for each $\tau$, because the construction of the $I_{\tau}$ part of the circuit is done by a set of simple rules: a cross if the binary expression of the number in that position is zero and a circle if it is a one. This part can be done easily, for instance by a classical computer.

Now let us construct the $S O(3)$ picture. It is easy to check that $\operatorname{det}(Q)=1$, and $Q$ is an element of the $S O$ (3) group. As is well known, each unitary matrix $u$ in the $S U(2)$ group corresponds to a rotation $R_{u}$ in the $S O(3)$ group [10]. Here operator $Q$ corresponds to the


Figure 1. A quantum circuit for a three-qubit quantum searching with arbitrary phase rotations.
rotation

$$
\left(\begin{array}{lll}
R_{11} & R_{12} & R_{13}  \tag{2}\\
R_{21} & R_{22} & R_{23} \\
R_{31} & R_{32} & R_{33}
\end{array}\right)
$$

where

$$
\begin{aligned}
& R_{11}=\cos \phi\left(\cos ^{2} 2 \beta \cos \theta+\sin ^{2} 2 \beta\right)+\cos 2 \beta \sin \theta \sin \phi \\
& R_{12}=\cos 2 \beta \cos \phi \sin \theta-\cos \theta \sin \phi \\
& R_{13}=-\cos \phi \sin 4 \beta \sin ^{2} \frac{\theta}{2}+\sin 2 \beta \sin \theta \sin \phi \\
& R_{21}=-\cos (2 \beta) \cos \phi \sin \theta+\left(\cos ^{2} \frac{\theta}{2}-\cos 4 \beta \sin ^{2} \frac{\theta}{2}\right) \sin \phi \\
& R_{22}=\cos \theta \cos \phi+\cos 2 \beta \sin \theta \sin \phi \\
& R_{23}=-\cos \phi \sin 2 \beta \sin \theta-\sin 4 \beta \sin ^{2} \frac{\theta}{2} \sin \phi \\
& R_{31}=-\sin 4 \beta \sin ^{2} \frac{\theta}{2} \\
& R_{32}=\sin 2 \beta \sin \theta \\
& R_{33}=\cos ^{2} 2 \beta+\cos \theta \sin ^{2} 2 \beta .
\end{aligned}
$$

We represent a spinor in $S U(2)$ which describes the state of the quantum computer, $\Psi=(a+b \mathrm{i})|1\rangle+(c+d \mathrm{i})|2\rangle=\binom{a+b \mathrm{i}}{c+d \mathrm{i}}$, by a vector in $R^{3}$

$$
r=\Psi^{\dagger} \sigma \Psi=\left(\begin{array}{l}
x  \tag{3}\\
y \\
z
\end{array}\right)=\left(\begin{array}{c}
2(a c+b d) \\
2(-b c+a d) \\
a^{2}+b^{2}-c^{2}-d^{2}
\end{array}\right)
$$

The probability of finding the marked state is equal to the square of the magnitude of the coefficient of $|1\rangle$,

$$
\begin{equation*}
P=a^{2}+b^{2}=(z+1) / 2 \tag{4}
\end{equation*}
$$

where $z$ is the third component of this polarization vector. This simple equation gives a very clear picture of the probability of finding the marked state in the algorithm. For


Figure 2. The trace of the vector state tip for Grover's algorithm.
instance, the evenly distributed state $\Psi_{o}=\left(\frac{1}{\sqrt{N}}, \frac{\sqrt{N-1}}{\sqrt{N}}\right)^{T}$, corresponds to vector $\boldsymbol{r}_{o}=$ $\left(2 \sqrt{1-\frac{1}{N}} \sqrt{\frac{1}{N}}, 0,-1+\frac{2}{N}\right)^{T}$, which is nearly parallel to the $-z$-axis when $N$ is large. The marked state $\psi_{a}=(1,0)^{T}$, corresponds to $\boldsymbol{r}_{a}=(0,0,1)^{T}$, which is on the $+z$-axis. The process of quantum searching in this $S O(3)$ picture is to rotate the state vector from a position nearly parallel to $-z$ to the $+z$-axis.

The effect of a step in a generalized quantum search can be characterized by a rotation about a rotational axis in space. The rotational axis of (3) can be found by solving the eigenvalue problem, $R_{u} l=l$. This gives

$$
l=\left(\begin{array}{c}
\cot \frac{\phi}{2}  \tag{5}\\
1 \\
-\cot 2 \beta \cot \frac{\phi}{2}+\cot \frac{\theta}{2} \csc 2 \beta
\end{array}\right)
$$

The rotational angle in an iteration is given by
$\alpha=\arccos \left[\frac{1}{4}(\cos 4 \beta+3) \cos \theta \cos \phi+\sin ^{2} 2 \beta\left(\frac{1}{2} \cos \phi-\sin ^{2} \frac{\theta}{2}\right)+\cos 2 \beta \sin \theta \sin \phi\right]$.

As a simple application, we discuss Grover's algorithm. Here $\theta=\phi=\pi$, the rotation axis is exactly the $y$-axis and the rotational angle is equal to the maximum value of $4 \beta$ (note that this corresponds a rotation angle of $2 \beta$ in the $S U(2)$ space). The state vector $r$ is rotated within the $x-z$-plane from the $-z$ - to the $+z$-axis, where the marked state achieves maximum probability. The number of steps required to reach the $+z$-axis is $\frac{\pi-2 \beta}{\alpha} \approx 0.785 \sqrt{N}-0.5 \approx 0.785 \sqrt{N}$, which is exactly what has been given by Grover. The tip of the state vector $r$ spans a circle in the $x-z$-plane as shown in figure 2. In particular, we notice that this circle is a meridian.

Now we look at the general case with arbitrary $\theta$ and $\phi$. If we require that the quantum search algorithm find the marked state with certainty, this $S O(3)$ framework gives exactly the


Figure 3. Three-dimensional plot of the trace of the vector state tip when the phase mismatches.
phase matching requirement found in [12]. Here the trace of the tip of the state vector $\boldsymbol{r}$ is also a circle. The state vector spans a cone with the top at the origin. During the rotation, the vector $\boldsymbol{r}-\boldsymbol{r}_{o}$ is orthogonal to the rotational axis $\boldsymbol{l}$ at any time: $\left(\boldsymbol{r}-\boldsymbol{r}_{o}\right) \cdot \boldsymbol{l}=0$. When the state vector passes through the $+z$-axis, $(0,0,1)^{T}$ must be in the trace. Then the algorithm can find the marked item with certainty. By solving equation $r-r_{a} \cdot l=0$, we have $\cot \frac{\phi}{2}=\cot \frac{\theta}{2}$, or $\phi=\theta$, the phase matching requirement. Now we can look at the difference between the standard Grover algorithm and the generalized quantum search algorithm with phase matching. In a general case, the rotational axis is

$$
l=\left(\begin{array}{c}
\cos \frac{\phi}{2}  \tag{7}\\
\sin \frac{\phi}{2} \\
\cos \frac{\phi}{2} \tan \beta
\end{array}\right)
$$

which is not the $y$-axis. In general, the circle spanned by the state vector is no longer a meridian, unless $\cos \frac{\phi}{2}=0$. The rotation angle is

$$
\begin{equation*}
\alpha=\arccos \left\{2\left[(\cos 2 \beta-1) \sin ^{2} \frac{\phi}{2}+1\right]^{2}-1\right\} \tag{8}
\end{equation*}
$$

Thus the generalized algorithm can find the marked state with more iteration steps. However, the algorithm cannot reach the $-z$-axis, which means that the probability of finding the marked state at any stage is greater than zero.

From the exact formulae in the $S O$ (3) picture, it is easy to obtain the approximate formulae derived in [12]. If $N$ is very large,

$$
l \approx\left(\begin{array}{c}
\cos \frac{\phi}{2} \\
\sin \frac{\phi}{2} \\
0
\end{array}\right)
$$

which is in the $x-y$-plane, and the initial state vector is nearly the $-z$-axis. The trace of the tip of the state vector is a circle in the $x-z$-plane. The circle spanned by the state vector is approximately a meridian. Each iteration rotates the state vector an angle $\alpha$ given by (11). To first order in $\beta, \alpha \approx 4 \beta \sin \frac{\phi}{2}$, which corresponds a rotation of $2 \beta \sin \frac{\phi}{2}$ in $S U(2)$. The number of steps required to search the marked state is larger than that in the original version, as given in [12].

When $\theta \neq \phi$, the trace the tip of the state vector is still a circle, but it is very tilted. In figure 3 , it is drawn for the case of $\theta=\frac{\pi}{2}, \phi=\frac{\pi}{10}$. Here we see the rotating axis is nearly the $z$-axis and the circle spanned by the state vector tip is nearly parallel to the $x-y$-plane. The amplitude of the marked state cannot reach unity; neither can it reach zero. This explains naturally the intriguing narrowly bounded behaviour of the algorithm we have found in [11].

It is seen that to achieve a useful quantum search algorithm, the phase matching requirement $\theta=\phi$ must be satisfied. With equation (8), it is convenient to calculate the exact amount of phase rotation in a specific algorithm. This phase matching condition is also easy to implement experimentally. The two auxiliary qubits can be combined for a search algorithm with phase matching, saving useful qubit resources.

To summarize, we have given a novel $S O(3)$ picture of the quantum search algorithm. In this picture, the effect of quantum search is clearly displayed. The status of the quantum search algorithm at any stage can be given exactly. In this picture, the phase matching requirement is clearly understood. With these results, it is convenient to apply the quantum search algorithm to other quantum algorithms. The results here can be generalized to multiple-item searching directly. It will be interesting to generalize the picture to other cases, for example, quantum searching with arbitrary initial amplitudes.
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